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#### Abstract

The interval neutrosophic set (INS) is a subclass of the neutrosophic set (NS) and a generalization of the interval valued intuitionistic fuzzy set (IVIFS), which can be used in engineering and scientific practice. This paper aims to present a new multi-criteria decision making method under interval neutrosophic setting. For this purpose, a comparative method between two interval numbers is firstly given. Then, some new similarity measures based on minimum and maximum operators with INSs are proposed. Thirdly, a multicriteria decision making method with INSs is established. Finally, an example is used to illustrate the practicality and validity of the proposed decision making method.
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## I. Introduction

THE neutrosophic set introduced by Smarandache [1] generalizes fuzzy set [2], interval valued fuzzy set [3]-[4], intuitionistic fuzzy set [5], interval valued intuitionistic fuzzy set [6], vague set [7], grey set [8], etc. Subsequently, to solve realistic problems, Wang et al. [9]-[10] proposed single valued neutrosophic set (SVNS) and interval neutrosophic set (INS). At present, studies on the SVNSs and INSs have triumphantly penetrated into different fields [11]-[21]. Whereafter, several similarity measures have been proposed. Said and Smarandache [22] presented several similarity measures based on Hausdorff distance. Ye [23] proposed three vector similarity measure for SVNs. Ye and Ye [24] proposed the Dice similarity measure and the weighted Dice similarity measure for single valued neutrosophic multisets. Biswas et al. [25] introduced cosine similarity measure under neutrosophic environment. Ye and Zhang [26] further proposed the similarity measures based on minimum and maximum operators of SVNSs for decision making problems.

However, to the best of our knowledge, the existing literature does not deal with similarity measures between INSs and the decision-making problem under interval neutrosophic

[^0]setting. One of the mainly difficulties is to compare two intervals. Therefore, we firstly give another representation of interval number, and a comparative approach between two interval numbers is further proposed. Then three new similarity measures for INSs, extended based on the similarity measure in Ye and Zhang [26], is presented. They are more suitable in real scientific and engineering applications. Thirdly, a multicriteria decision making is established based on the proposed similarity measures. Rest of the paper is structured as follows. Section 2 introduces preliminaries about neutrosophic sets. Section 3 is devoted to present similarity measures based on minimum and maximum operators for interval neutrosophic sets and some of their properties. Section 4 describes decision making method based on the proposed similarity measure. Section 5 presents an application of the similarity measures to the problem namely, interval neutrosophic set decision making through an example. Finally, section 6 presents the conclusions of this paper.

## II. Preliminaries

In this section, we give some basic concepts and definitions, interval numbers and INSs, and their operational laws are included. They will be utilized in the later analysis.

## A. Interval Number

Interval number and their operations are of utmost significance when developing the operations of INSs. Some definitions and operational laws of interval numbers are introduced below.
Definition 1[27] Let $\tilde{x}=\left[x^{L}, x^{U}\right]=\left\{x \mid x^{L} \leq x \leq x^{U}\right\}$, and then $\tilde{x}$ is called an interval number. In particular, if $x^{L}=x^{U}$, then $\tilde{x}=\left[x^{L}, x^{U}\right]$ is a real number.

Interval number $\tilde{x}$ is alternatively represented as $\tilde{x}=$ $\langle m(\tilde{x}), w(\tilde{x})\rangle$, where $m(\tilde{x})=\frac{1}{2}\left(x^{L}+x^{U}\right), w(\tilde{x})=\frac{1}{2}\left(x^{U}-\right.$ $\left.x^{L}\right)$.

Based on this, we following give a representation for interval number and a comparison between two interval numbers. Definition 2 Let $\tilde{x}=\left[x^{L}, x^{U}\right]=\left\{x \mid x^{L} \leq x \leq x^{U}\right\}$ be an interval number, and then

$$
\begin{equation*}
\tilde{x}=m(\tilde{x})+w(\tilde{x}) i, \tag{1}
\end{equation*}
$$

where $i \in[-1,1], m(\tilde{x})=\frac{1}{2}\left(x^{L}+x^{U}\right), w(\tilde{x})=\frac{1}{2}\left(x^{U}-x^{L}\right)$.
Considering two non-negative interval numbers $\tilde{x}=$ $\left[x^{L}, x^{U}\right]$ and $\tilde{y}=\left[y^{L}, y^{U}\right]$, where $0 \leq x^{L} \leq x \leq x^{U}$ and
$0 \leq y^{L} \leq y \leq y^{U}$, we have their comparison defined as follows:
(C1) If $m(\tilde{x}) \geq m(\tilde{y})$ and $w(\tilde{x}) \leq w(\tilde{y})$, then $\tilde{x}$ is greater than $\tilde{y}$, i.e., $\tilde{x} \geq \tilde{y}$;
(C2) If $m(\tilde{x}) \geq m(\tilde{y})$, then $\tilde{x}$ is quasi-greater than $\tilde{y}$, i.e., $\tilde{x} \succ \tilde{y}$.
Definition 3[28] Let $\tilde{x}=\left[x^{L}, x^{U}\right]$ and $\tilde{y}=\left[y^{L}, y^{U}\right]$ be two interval numbers, then
$\tilde{x}+\tilde{y}=\left[\min \left(x^{L}+y^{U}, x^{U}+y^{L}\right), \max \left(x^{L}+y^{U}, x^{U}+y^{L}\right)\right] ;$

$$
\lambda \tilde{x}=\left[\lambda x^{L}, \lambda x^{U}\right] ;
$$

$$
\begin{gathered}
\tilde{x} \times \tilde{y}=\left[\min \left(x^{L} \cdot y^{U}, x^{U} \cdot y^{L}\right), \max \left(x^{L} \cdot y^{U}, x^{U} \cdot y^{L}\right)\right] \\
1 / \tilde{x}=\left[1 / x^{U}, 1 / x^{L}\right]
\end{gathered}
$$

## B. Neutrosophic Sets

Definition 4[1] Let $X$ be a space of points (objects), a neutrosophic set $A$ is defined as

$$
A=\left\{\left\langle x: T_{A}(x), I_{A}(x), F_{A}(x)\right\rangle, x \in X\right\}
$$

where the functions $\left.T_{A}(x), I_{A}(x), F_{A}(x): X \rightarrow\right]^{-} 0,1^{+}[$are the degree of membership, the degree of indeterminacy and the degree of non-membership, respectively, and satisfied with the condition ${ }^{-} 0 \leq \sup T_{A}(x)+\sup I_{A}(x)+\sup F_{A}(x) \leq 3^{+}$.

By comparison with a neutrosophic set, an INS has a wide ranging application. Following is the definition of an INS.
Definition 5[9] Let $X$ be a space of points (objects), with a generic element $x \in X$, an interval neutrosophic set $A$ is defined as

$$
A=\left\{\left\langle x: T_{A}(x), I_{A}(x), F_{A}(x)\right\rangle, x \in X\right\},
$$

where the functions

$$
\begin{aligned}
T_{A}(x) & =\left[\inf T_{A}(x), \sup T_{A}(x)\right] \subseteq[0,1] \\
I_{A}(x) & =\left[\inf I_{A}(x), \sup I_{A}(x)\right] \subseteq[0,1]
\end{aligned}
$$

and

$$
F_{A}(x)=\left[\inf F_{A}(x), \sup F_{A}(x)\right] \subseteq[0,1]
$$

are the degree of membership, the degree of indeterminacy and the degree of non-membership, respectively, and satisfied with the condition $0 \leq \sup T_{A}(x)+\sup I_{A}(x)+\sup F_{A}(x) \leq 3$.

Two INSs and have the following relations:
Definition 6[9] An INS $A$ is contained in another INS $B$, i.e., $A \subseteq B$, if and only if

$$
\begin{array}{r}
\inf T_{A}(x) \leq \inf T_{B}(x), \sup T_{A}(x) \leq \sup T_{B}(x) \\
\inf I_{A}(x) \geq \inf I_{B}(x), \sup I_{A}(x) \geq \sup I_{B}(x) \\
\inf F_{A}(x) \geq \inf F_{B}(x), \sup F_{A}(x) \geq \sup F_{B}(x)
\end{array}
$$

Definition 7[9] Two INSs $A$ and $B$ are equal, i.e., $A=B$, if and only if $A \supseteq B$ and $A \subseteq B$.

## III. Similarity measures between INSs based on MINIMUM AND MAXIMUM OPERATORS

This section presents new similarity measures of INSs and their properties based on the minimum and maximum operators.

Let $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a universe of discourse, and $A$ and $B$ be two INSs, which are defined as

$$
A=\left\{\left\langle x: T_{A}(x), I_{A}(x), F_{A}(x)\right\rangle, x \in X\right\}
$$

and

$$
B=\left\{\left\langle x: T_{B}(x), I_{B}(x), F_{B}(x)\right\rangle, x \in X\right\}
$$

where

$$
\begin{aligned}
T_{l}\left(x_{i}\right) & \in\left[\inf T_{l}\left(x_{i}\right), \sup T_{l}\left(x_{i}\right)\right] \\
I_{l}\left(x_{i}\right) & \in\left[\inf I_{l}\left(x_{i}\right), \sup I_{l}\left(x_{i}\right)\right] \\
F_{l}\left(x_{i}\right) & \in\left[\inf F_{l}\left(x_{i}\right), \sup F_{l}\left(x_{i}\right)\right]
\end{aligned}
$$

for $x_{i} \in X, l=A, B$.
In general, a similarity measure between two INSs $A$ and $B$ is a function defined as

$$
Y: N(X) \times N(X) \rightarrow[0,1]
$$

which satisfies the following properties:

1) $0 \leq Y(A, B) \leq 1$;
2) $Y(A, B)=1$ if $A=B$;
3) $Y(A, B)=Y(B, A)$;
4) $Y(A, C) \leq Y(A, B)$ and $Y(A, C) \leq Y(B, C)$ if $A \subseteq$ $B \subseteq C$ for an INSs $C$.
Based on the minimum and maximum operators, we propose the following similarity measures between two INSs $A$ and $B$. Proposition 1 Let $A$ and $B$ be two INSs in a universe of discourse $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, the INS similarity measure

$$
\begin{align*}
Y_{1}(A, B) & =\frac{1}{3 n} \sum_{i=1}^{n}\left(\frac{\min \left(T_{A}\left(x_{i}\right), T_{B}\left(x_{i}\right)\right)}{\max \left(T_{A}\left(x_{i}\right), T_{B}\left(x_{i}\right)\right)}\right. \\
& +\frac{\min \left(I_{A}\left(x_{i}\right), I_{B}\left(x_{i}\right)\right)}{\max \left(I_{A}\left(x_{i}\right), I_{B}\left(x_{i}\right)\right)} \\
& \left.+\frac{\min \left(F_{A}\left(x_{i}\right), F_{B}\left(x_{i}\right)\right)}{\max \left(F_{A}\left(x_{i}\right), F_{B}\left(x_{i}\right)\right)}\right) \tag{2}
\end{align*}
$$

should satisfy the following properties:

1) $0 \leq Y_{1}(A, B) \leq 1$;
2) $Y_{1}(A, B)=1$ if $A=B$;
3) $Y_{1}(A, B)=Y_{1}(B, A)$;
4) $Y_{1}(A, C) \leq Y_{1}(A, B)$ and $Y_{1}(A, C) \leq Y_{1}(B, C)$ if $A \subseteq$ $B \subseteq C$ for an INSs $C$.
PROOF. It is easy to verifying that $Y_{1}(A, B)$ satisfies the properties 1) - 3). Therefore, we only prove the property 4). Let $A \subseteq B \subseteq C$, then, by Definition 6 ,
$\inf T_{A} \leq \inf T_{B} \leq \inf T_{C}, \sup T_{A} \leq \sup T_{B} \leq \sup T_{C}$,
$\inf I_{A} \geq \inf I_{B} \geq \inf I_{C}, \sup I_{A} \geq \sup I_{B} \geq \sup I_{C}$,
$\inf F_{A} \geq \inf F_{B} \geq \inf F_{C}, \sup F_{A} \geq \sup F_{B} \geq \sup F_{C}$ for every $x_{i} \in X$.

According to Definition 2 and the comparative rules (C1) and (C2), we obtain that
$\max \left\{\left[\inf T_{A}, \sup T_{A}\right],\left[\inf T_{C}, \sup T_{C}\right]\right\}=\left[\inf T_{C}, \sup T_{C}\right]$, $\min \left\{\left[\inf T_{A}, \sup T_{A}\right],\left[\inf T_{C}, \sup T_{C}\right]\right\}=\left[\inf T_{A}, \sup T_{A}\right]$, $\max \left\{\left[\inf I_{A}, \sup I_{A}\right],\left[\inf I_{C}, \sup I_{C}\right]\right\}=\left[\inf T_{A}, \sup T_{A}\right]$, $\min \left\{\left[\inf T_{A}, \sup T_{A}\right],\left[\inf T_{C}, \sup T_{C}\right]\right\}=\left[\inf T_{C}, \sup T_{C}\right]$, $\max \left\{\left[\inf F_{A}, \sup F_{A}\right],\left[\inf F_{C}, \sup F_{C}\right]\right\}=\left[\inf F_{A}, \sup F_{A}\right]$, $\min \left\{\left[\inf F_{A}, \sup F_{A}\right],\left[\inf F_{C}, \sup F_{C}\right]\right\}=\left[\inf F_{C}, \sup F_{C}\right]$, thus

$$
\begin{aligned}
Y_{1}(A, C) & =\frac{1}{3 n} \sum_{i=1}^{n}\left\{\frac{\min \left(T_{A}\left(x_{i}\right), T_{C}\left(x_{i}\right)\right)}{\max \left(T_{A}\left(x_{i}\right), T_{C}\left(x_{i}\right)\right)}\right. \\
& +\frac{\min \left(I_{A}\left(x_{i}\right), I_{C}\left(x_{i}\right)\right)}{\max \left(I_{A}\left(x_{i}\right), I_{C}\left(x_{i}\right)\right)} \\
& \left.+\frac{\min \left(F_{A}\left(x_{i}\right), F_{C}\left(x_{i}\right)\right)}{\max \left(F_{A}\left(x_{i}\right), F_{C}\left(x_{i}\right)\right)}\right\} \\
& =\frac{1}{3 n} \sum_{i=1}^{n}\left\{\frac{\left[\inf T_{A}\left(x_{i}\right), \sup T_{A}\left(x_{i}\right)\right]}{\left[\inf T_{C}\left(x_{i}\right), \sup T_{C}\left(x_{i}\right)\right]}\right. \\
& +\frac{\left[\inf I_{C}\left(x_{i}\right), \sup I_{C}\left(x_{i}\right)\right]}{\left[\inf I_{A}\left(x_{i}\right), \sup I_{A}\left(x_{i}\right)\right]} \\
& \left.+\frac{\left[\inf F_{C}\left(x_{i}\right), \sup F_{C}\left(x_{i}\right)\right]}{\left[\inf F_{A}\left(x_{i}\right), \sup F_{A}\left(x_{i}\right)\right]}\right\}
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
Y_{1}(A, B) & =\frac{1}{3 n} \sum_{i=1}^{n}\left\{\frac{\min \left(T_{A}\left(x_{i}\right), T_{B}\left(x_{i}\right)\right)}{\max \left(T_{A}\left(x_{i}\right), T_{B}\left(x_{i}\right)\right)}\right. \\
& +\frac{\min \left(I_{A}\left(x_{i}\right), I_{B}\left(x_{i}\right)\right)}{\max \left(I_{A}\left(x_{i}\right), I_{B}\left(x_{i}\right)\right)} \\
& \left.+\frac{\min \left(F_{A}\left(x_{i}\right), F_{B}\left(x_{i}\right)\right)}{\max \left(F_{A}\left(x_{i}\right), F_{B}\left(x_{i}\right)\right)}\right\} \\
& =\frac{1}{3 n} \sum_{i=1}^{n}\left\{\frac{\left[\inf T_{A}\left(x_{i}\right), \sup T_{A}\left(x_{i}\right)\right]}{\left[\inf T_{B}\left(x_{i}\right), \sup T_{B}\left(x_{i}\right)\right]}\right. \\
& +\frac{\left[\inf I_{B}\left(x_{i}\right), \sup I_{B}\left(x_{i}\right)\right]}{\left[\inf I_{A}\left(x_{i}\right), \sup I_{A}\left(x_{i}\right)\right]} \\
& \left.+\frac{\left[\inf F_{B}\left(x_{i}\right), \sup F_{B}\left(x_{i}\right)\right]}{\left[\inf F_{A}\left(x_{i}\right), \sup F_{A}\left(x_{i}\right)\right]}\right\} \\
Y_{1}(B, C) & =\frac{1}{3 n} \sum_{i=1}^{n}\left\{\frac{\min \left(T_{B}\left(x_{i}\right), T_{C}\left(x_{i}\right)\right)}{\max \left(T_{B}\left(x_{i}\right), T_{C}\left(x_{i}\right)\right)}\right. \\
& +\frac{\min \left(I_{B}\left(x_{i}\right), I_{C}\left(x_{i}\right)\right)}{\max \left(I_{B}\left(x_{i}\right), I_{C}\left(x_{i}\right)\right)} \\
& \left.+\frac{\min \left(F_{B}\left(x_{i}\right), F_{C}\left(x_{i}\right)\right)}{\max \left(F_{B}\left(x_{i}\right), F_{C}\left(x_{i}\right)\right)}\right\} \\
& =\frac{1}{3 n} \sum_{i=1}^{n}\left\{\frac{\left[\inf T_{B}\left(x_{i}\right), \sup T_{B}\left(x_{i}\right)\right]}{\left[\inf T_{C}\left(x_{i}\right), \sup T_{C}\left(x_{i}\right)\right]}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\left[\inf I_{C}\left(x_{i}\right), \sup I_{C}\left(x_{i}\right)\right]}{\left[\inf I_{B}\left(x_{i}\right), \sup I_{B}\left(x_{i}\right)\right]} \\
& \left.+\frac{\left[\inf F_{C}\left(x_{i}\right), \sup F_{C}\left(x_{i}\right)\right]}{\left[\inf F_{B}\left(x_{i}\right), \sup F_{B}\left(x_{i}\right)\right]}\right\} .
\end{aligned}
$$

Then $Y_{1}(A, C) \leq Y_{1}(A, B)$ satisfies the property 4).
If we consider the importance in the three independent elements, i.e., truth-membership, indeterminacy-membership, and falsity-membership, in an INS, then we should take the weights of the three independent terms in Equation (2) into account. Therefore, we develop another similarity measure between two INSs.
Proposition 2 Let $A$ and $B$ be two INSs in a universe of discourse $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, the INS similarity measure

$$
\begin{align*}
Y_{2}(A, B) & =\frac{1}{n} \sum_{i=1}^{n}\left(\alpha \frac{\min \left(T_{A}\left(x_{i}\right), T_{B}\left(x_{i}\right)\right)}{\max \left(T_{A}\left(x_{i}\right), T_{B}\left(x_{i}\right)\right)}\right. \\
& +\beta \frac{\min \left(I_{A}\left(x_{i}\right), I_{B}\left(x_{i}\right)\right)}{\max \left(I_{A}\left(x_{i}\right), I_{B}\left(x_{i}\right)\right)} \\
& \left.+\gamma \frac{\min \left(F_{A}\left(x_{i}\right), F_{B}\left(x_{i}\right)\right)}{\max \left(F_{A}\left(x_{i}\right), F_{B}\left(x_{i}\right)\right)}\right) \tag{3}
\end{align*}
$$

should satisfy the following properties:

1) $0 \leq Y_{2}(A, B) \leq 1$;
2) $Y_{2}(A, B)=1$ if $A=B$;
3) $Y_{2}(A, B)=Y_{2}(B, A)$;
4) $Y_{2}(A, C) \leq Y_{2}(A, B)$ and $Y_{2}(A, C) \leq Y_{2}(B, C)$ if $A \subseteq$ $B \subseteq C$ for an INSs $C$,
where $\alpha, \beta, \gamma$ are the weights of the three independent elements (i.e., truth-membership, indeterminacy-membership, and falsity-membership) in an INS and $\alpha+\beta+\gamma=1$. Especially, when $\alpha=\beta=\gamma=1 / 3$, Equation (3) reduces to Equation (2).

By virtue of the proof of Proposition 1, Proposition 2 can be proved.

Furthermore, if the important differences are considered in the elements in a universe of discourse $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, the weight of each element $x_{i}(i=1,2, \ldots, n)$ needs to be taken into account. Let $w_{i}$ be the weight for each element $x_{i}(i=1,2, \ldots, n), w_{i} \in[0,1]$ and $\sum_{i=1}^{n} w_{i}=1$, and then the weighted similarity measure is defined as follows.
Proposition 3 Let $A$ and $B$ be two INSs in a universe of discourse $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, the INS similarity measure

$$
\begin{align*}
Y_{3}(A, B) & =\sum_{i=1}^{n} w_{i}\left(\alpha \frac{\min \left(T_{A}\left(x_{i}\right), T_{B}\left(x_{i}\right)\right)}{\max \left(T_{A}\left(x_{i}\right), T_{B}\left(x_{i}\right)\right)}\right. \\
& +\beta \frac{\min \left(I_{A}\left(x_{i}\right), I_{B}\left(x_{i}\right)\right)}{\max \left(I_{A}\left(x_{i}\right), I_{B}\left(x_{i}\right)\right)} \\
& \left.+\gamma \frac{\min \left(F_{A}\left(x_{i}\right), F_{B}\left(x_{i}\right)\right)}{\max \left(F_{A}\left(x_{i}\right), F_{B}\left(x_{i}\right)\right)}\right) \tag{4}
\end{align*}
$$

should satisfy the following properties:

1) $0 \leq Y_{3}(A, B) \leq 1$;
2) $Y_{3}(A, B)=1$ if $A=B$;
3) $Y_{3}(A, B)=Y_{3}(B, A)$;
4) $Y_{3}(A, C) \leq Y_{3}(A, B)$ and $Y_{3}(A, C) \leq Y_{3}(B, C)$ if $A \subseteq$ $B \subseteq C$ for an INS $C$.

Especially, when $w_{1}=\cdots=w_{n}=1 / n$, Equation (4) reduces to Equation (3).

Proof of Proposition 3 can be obtained from the proof method of Proposition 1.

## IV. DECISION-MAKING METHOD USING THE PROPOSED SIMILARITY MEASURES BETWEEN INSS

In this section, we propose a multi-criteria decision making method under interval neutrosophic setting by means of the proposed similarity measures between INSs.

Let $A=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ and $C=\left\{C_{1}, C_{2}, \ldots, C_{n}\right\}$ be sets of alternatives and criteria, respectively. Assume that $w_{j}$ is the weight of the criterion $C_{j}(j=1,2, \ldots, n)$, where $w_{j} \in[0,1]$ and $\sum_{j=1}^{n} w_{j}=1$, and the weights of the three independent elements, i.e., truth-membership, indeterminacymembership and falsity-membership, in an INS, are $\alpha, \beta$ and $\gamma$, which are entered by the decision maker. In this case, the characteristic of the alternative $A_{i}(i=1,2, \ldots, m)$ is represented by the following form:

$$
\begin{aligned}
A_{i}= & \left\{\left\langle C_{j}, T_{A_{i}}\left(C_{j}\right), I_{A_{i}}\left(C_{j}\right), F_{A_{i}}\left(C_{j}\right)\right\rangle \mid C_{j} \in C\right\} \\
=\{ & \left\{\left\langleC_{j},\left[\inf T_{A_{i}}\left(C_{j}\right), \sup T_{A_{i}}\left(C_{j}\right)\right]\right.\right. \\
& {\left[\inf I_{A_{i}}\left(C_{j}\right), \sup I_{A_{i}}\left(C_{j}\right)\right] } \\
& {\left.\left.\left[\inf F_{A_{i}}\left(C_{j}\right), \sup F_{A_{i}}\left(C_{j}\right)\right]\right\rangle \mid C_{j} \in C\right\} }
\end{aligned}
$$

where $P_{A_{i}}=\left[\inf P_{A_{i}}\left(C_{j}\right), \sup P_{A_{i}}\left(C_{j}\right)\right] \subseteq[0,1], P=T, I$ and $F$, respectively, and $0 \leq \sup T_{A_{i}}\left(C_{j}\right)+\sup I_{A_{i}}\left(C_{j}\right)+$ $\sup F_{A_{i}}\left(C_{j}\right) \leq 3$ for $C_{j} \in C, j=1,2, \ldots, n$ and $i=$ $1,2, \ldots, m$.

For convenience, an interval neutrosophic value are denoted by $d_{i j}=\left\langle\left[a_{i j}^{L}, a_{i j}^{U}\right],\left[b_{i j}^{L}, b_{i j}^{U}\right],\left[c_{i j}^{L}, c_{i j}^{U}\right]\right\rangle$, which is usually derived from the evaluation of an alternative $A_{i}$ with respect to the criterion $C_{j}$. Therefore, we can establish an interval neutrosophic decision matrix $D=\left(d_{i j}\right)_{m \times n}$.

In multi-criteria decision making environments, the concept of ideal point has been used to help identify the best alternative in the decision set [12]. Although the ideal alternative does not exist in real world, it does provide a useful theoretical construct against which to evaluate alternatives.

Generally, the evaluation criteria can be categorized into two kinds: benefit criteria and cost criteria. Let $H$ be a collection of benefit criteria and $K$ be a collection of cost criteria. In the presented decision making method, an ideal alternative can be identified by using a maximum operator for the benefit criteria and a minimum operator for the cost criteria to determine the best value of each criteria among all alternatives. Therefore, we define an ideal INS for a benefit criteria in the ideal alternative $A^{*}$ as

$$
\begin{aligned}
d_{j}^{*}= & \left\langle\left[a_{j}^{L *}, a_{j}^{U *}\right],\left[b_{j}^{L *}, b_{j}^{U *}\right],\left[c_{j}^{L *}, c_{j}^{U *}\right]\right\rangle \\
= & \left\langle\left[\max _{i}\left(a_{i j}^{L}\right), \max _{i}\left(a_{i j}^{U}\right)\right],\right. \\
& {\left[\min _{i}\left(b_{i j}^{L}\right), \min _{i}\left(b_{i j}^{U}\right)\right], } \\
& {\left.\left[\min _{i}\left(c_{i j}^{L}\right), \min _{i}\left(c_{i j}^{U}\right)\right]\right\rangle }
\end{aligned}
$$

for $j \in H$; while for a cost criterion, we define an ideal INS in the ideal alternative $A^{*}$ as

$$
\begin{gathered}
d_{j}^{*}=\left\langle\left[a_{j}^{L *}, a_{j}^{U *}\right],\left[b_{j}^{L *}, b_{j}^{U *}\right],\left[c_{j}^{L *}, c_{j}^{U *}\right]\right\rangle \\
=\left\langle\left[\min _{i}\left(a_{i j}^{L}\right), \min _{i}\left(a_{i j}^{U}\right)\right]\right. \\
{\left[\max _{i}\left(b_{i j}^{L}\right), \max _{i}\left(b_{i j}^{U}\right)\right]} \\
\left.\left[\max _{i}\left(c_{i j}^{L}\right), \max _{i}\left(c_{i j}^{U}\right)\right]\right\rangle
\end{gathered}
$$

for $j \in K$.
Using the similarity measure defined in Equation (2), we have

$$
\begin{aligned}
Y_{1}\left(A^{*}, A_{i}\right)= & \frac{1}{3 n} \sum_{i=1}^{n}\left\{\frac{\min \left(\left[a_{j}^{L *}, a_{j}^{U *}\right],\left[a_{i j}^{L}, a_{i j}^{U}\right]\right)}{\max \left(\left[a_{j}^{L *}, a_{j}^{U *}\right],\left[a_{i j}^{L}, a_{i j}^{U}\right]\right)}\right. \\
+ & \frac{\min \left(\left[b_{j}^{L *}, b_{j}^{U *}\right],\left[b_{i j}^{L}, b_{i j}^{U}\right]\right)}{\max \left(\left[b_{j}^{L *}, b_{j}^{U *}\right],\left[b_{i j}^{L}, b_{i j}^{U}\right]\right)} \\
+ & \left.\frac{\min \left(\left[c_{j}^{L *}, c_{j}^{U *}\right],\left[c_{i j}^{L}, c_{i j}^{U}\right]\right)}{\max \left(\left[c_{j}^{L *}, c_{j}^{U *}\right],\left[c_{i j}^{L}, c_{i j}^{U}\right]\right)}\right\}
\end{aligned}
$$

By Equation (1) in Definition 2, another representation of ideal alternative $A^{*}$ and the value of criteria $d_{i j}$ should be obtained:

$$
\begin{align*}
d_{j}^{* *}= & \left\langle a_{j}^{* *}, b_{j}^{* *}, c_{j}^{* *}\right\rangle \\
= & \left\langle\left(\max _{i}\left(a_{i j}^{L}\right)+\max _{i}\left(a_{i j}^{U}\right)\right) / 2\right. \\
+ & \left(\max _{i}\left(a_{i j}^{L}\right)-\max _{i}\left(a_{i j}^{U}\right)\right) i / 2 \\
& \left(\min _{i}\left(b_{i j}^{L}\right)+\min _{i}\left(b_{i j}^{U}\right)\right) / 2 \\
+ & \left(\min _{i}\left(b_{i j}^{L}\right)-\min _{i}\left(b_{i j}^{U}\right)\right) i / 2 \\
& \left(\min _{i}\left(c_{i j}^{L}\right)+\min _{i}\left(c_{i j}^{U}\right)\right) / 2 \\
+ & \left.\left(\min _{i}\left(c_{i j}^{L}\right)-\min _{i}\left(c_{i j}^{U}\right)\right) i / 2\right\rangle \tag{5}
\end{align*}
$$

for $j \in H$;

$$
\begin{aligned}
d_{j}^{* *}= & \left\langle a_{j}^{* *}, b_{j}^{* *}, c_{j}^{* *}\right\rangle \\
= & \left\langle\left(\min _{i}\left(a_{i j}^{L}\right)+\min _{i}\left(a_{i j}^{U}\right)\right) / 2\right. \\
+ & \left(\min _{i}\left(a_{i j}^{L}\right)-\min _{i}\left(a_{i j}^{U}\right)\right) i / 2 \\
& \left(\max _{i}\left(b_{i j}^{L}\right)+\max _{i}\left(b_{i j}^{U}\right)\right) / 2 \\
+ & \left(\max _{i}\left(b_{i j}^{L}\right)-\max _{i}\left(b_{i j}^{U}\right)\right) i / 2 \\
& \left(\max _{i}\left(c_{i j}^{L}\right)+\max _{i}\left(c_{i j}^{U}\right)\right) / 2 \\
+ & \left.\left(\max _{i}\left(c_{i j}^{L}\right)-\max _{i}\left(c_{i j}^{U}\right)\right) i / 2\right\rangle
\end{aligned}
$$

for $j \in K$;

$$
\begin{aligned}
d_{i j}= & \left\langle a_{i j}, b_{i j}, c_{i j}\right\rangle \\
= & \left\langle\left(a_{i j}^{L}+a_{i j}^{U}\right) / 2+\left(a_{i j}^{L}-a_{i j}^{U}\right) i / 2,\right. \\
& \left(b_{i j}^{L}+b_{i j}^{U}\right) / 2+\left(b_{i j}^{L}-b_{i j}^{U}\right) i / 2
\end{aligned}
$$

$$
\left.\left(c_{i j}^{L}+c_{i j}^{U}\right) / 2+\left(c_{i j}^{L}-c_{i j}^{U}\right) i / 2\right\rangle
$$

Comparing the three terms corresponding in $d_{j}^{* *}$ and $d_{i j}$, i.e., $a_{j}^{* *}$ and $a_{i j}, b_{j}^{* *}$ and $b_{i j}, c_{j}^{* *}$ and $c_{i j}$, respectively. The minimum and maximum interval numbers in numerator or denominator can be found, and then calculating the terms in the braces by the rules of interval number division and addition appeared in Definition 3.

Similarly, by applying equations (3) and (4), two other measures $Y_{2}\left(A^{*}, A_{i}\right)$ and $Y_{3}\left(A^{*}, A_{i}\right)$ can be obtained.

Through the similarity measure $Y_{1}\left(A^{*}, A_{i}\right), Y_{2}\left(A^{*}, A_{i}\right)$, or $Y_{3}\left(A^{*}, A_{i}\right)(i=1,2, \ldots, m)$ between each alternative and the ideal alternative, the ranking order of all alternatives can be determined and the best one can be easily identified as well.

## V. ILLUSTRATIVE EXAMPLE

In this section, an example for the multi-criteria decision making problem is used as the demonstration of the proposed decision making method, as well as the effectiveness of the proposed method.

Let us consider the decision making problem adapted from [12]. There are four different companies: $A_{1}, A_{2}, A_{3}, A_{4}$, and three criteria: $C_{1}, C_{2}, C_{3}$, where $C_{1}$ and $C_{2}$ are benefit criteria, and $C_{3}$ is a cost criteria. The weight vector of criteria is $w=(0.35,0.25,0.4)$, and the interval neutrosophic decision matrix $D=\left(A_{1}, A_{2}, A_{3}, A_{4}\right)^{T}$, where

$$
\begin{aligned}
& A_{1}=\{\langle[0.4,0.5],[0.2,0.3],[0.3,0.4]\rangle, \\
&\langle[0.4,0.6],[0.1,0.3],[0.2,0.4]\rangle \\
&\langle \langle 0.7,0.9],[0.2,0.3],[0.4,0.5]\rangle\} ; \\
& A_{2}=\{\langle[0.6,0.7],[0.1,0.2],[0.2,0.3]\rangle, \\
&\langle[0.6,0.7],[0.1,0.2],[0.2,0.3]\rangle, \\
&\langle[0.3,0.6],[0.3,0.5],[0.8,0.9]\rangle\} ; \\
& A_{3}=\{\langle[0.3,0.6],[0.2,0.3],[0.3,0.4]\rangle, \\
&\langle[0.5,0.6],[0.2,0.3],[0.3,0.4]\rangle \\
&\langle \langle 0.4,0.5],[0.2,0.4],[0.7,0.9]\rangle\} ; \\
& A_{4}=\{\langle[0.7,0.8],[0.0,0.1],[0.1,0.2]\rangle, \\
&\langle[0.6,0.7],[0.1,0.2],[0.1,0.3]\rangle, \\
&\langle {[0.6,0.7],[0.3,0.4],[0.8,0.9]\rangle\} . }
\end{aligned}
$$

From the decision matrix $D$, we get the following ideal alternative:

$$
\begin{aligned}
A^{*} & =\{\langle[0.7,0.8],[0.0,0.1],[0.1,0.2]\rangle, \\
& \langle[0.6,0.7],[0.1,0.2],[0.1,0.3]\rangle \\
& \langle[0.3,0.5],[0.3,0.5],[0.8,0.9]\rangle\}
\end{aligned}
$$

Subsequently, from (1), we can obtain that

$$
\begin{aligned}
A^{* *}= & \{\langle 0.75+0.05 i, 0.05+0.05 i, 0.15+0.05 i\rangle, \\
& \langle 0.65+0.05 i, 0.15+0.05 i, 0.2+0.1 i\rangle \\
& \langle 0.4+0.1 i, 0.4+0.1 i, 0.85+0.05 i\rangle\}
\end{aligned}
$$

and decision matrix $D=\left(A_{1}, A_{2}, A_{3}, A_{4}\right)^{T}$ can be converted into another representation as $D_{1}^{1}=\left(A_{1}^{1}, A_{2}^{1}, A_{3}^{1}, A_{4}^{1}\right)^{T}$, where

$$
\begin{aligned}
A_{1}^{1}= & \{\langle 0.45+0.05 i, 0.25+0.05 i, 0.35+0.05 i\rangle, \\
& \langle 0.5+0.1 i, 0.2+0.1 i, 0.3+0.1 i\rangle, \\
& \langle 0.8+0.1 i, 0.25+0.05 i, 0.45+0.05 i\rangle\} ; \\
A_{2}^{1}= & \{\langle 0.65+0.05 i, 0.15+0.05 i, 0.25+0.05 i\rangle, \\
& \langle 0.65+0.05 i, 0.15+0.05 i, 0.25+0.05 i\rangle, \\
& \langle 0.45+0.15 i, 0.4+0.1 i, 0.85+0.05 i\rangle\} ; \\
A_{3}^{1}= & \{\langle 0.45+0.15 i, 0.25+0.05 i, 0.35+0.05 i\rangle, \\
& \langle 0.55+0.05 i, 0.25+0.05 i, 0.35+0.05 i\rangle, \\
& \langle 0.45+0.05 i, 0.3+0.1 i, 0.8+0.1 i\rangle\} ; \\
A_{4}^{1}= & \{\langle 0.75+0.05 i, 0.05+0.05 i, 0.15+0.05 i\rangle, \\
& \langle 0.65+0.05 i, 0.15+0.05 i, 0.2+0.1 i\rangle, \\
& \langle 0.65+0.05 i, 0.35+0.05 i, 0.85+0.05 i\rangle\} .
\end{aligned}
$$

Using Equation (4), we have the following similarity measures of $Y_{1}^{*}\left(A^{*}, A_{i}\right)(i=1,2,3,4)$ :

$$
\begin{aligned}
& Y_{1}^{*}\left(A^{*}, A_{1}\right)=0.72+0.01 i ; Y_{1}^{*}\left(A^{*}, A_{2}\right)=0.86+0.02 i \\
& Y_{1}^{*}\left(A^{*}, A_{3}\right)=0.63+0.04 i ; Y_{1}^{*}\left(A^{*}, A_{4}\right)=0.95+0.02 i
\end{aligned}
$$

Therefore, the ranking order of the four alternatives is $A_{4} \succ A_{2} \succ A_{1} \succ A_{3}$. Obviously, among them $A_{4}$ is the best alternative.

Without loss of generality, let the weight values of the three independent elements be $\alpha=\beta=\gamma=1 / 3$, then we can give the similarity measures of $Y_{2}^{*}\left(A^{*}, A_{i}\right)(i=1,2,3,4)$ as follows:

$$
\begin{aligned}
& Y_{2}^{*}\left(A^{*}, A_{1}\right)=0.72+0.01 i ; Y_{2}^{*}\left(A^{*}, A_{2}\right)=0.86+0.02 i \\
& Y_{2}^{*}\left(A^{*}, A_{3}\right)=0.63+0.04 i ; Y_{2}^{*}\left(A^{*}, A_{4}\right)=0.95+0.02 i
\end{aligned}
$$

Thus, the ranking of the four alternatives is $A_{4} \succ A_{2} \succ$ $A_{1} \succ A_{3}$. Obviously, among them $A_{4}$ is the best alternative.

And the similarity measures of $Y_{3}^{*}\left(A^{*}, A_{i}\right)(i=1,2,3,4)$ as follows:

$$
\begin{aligned}
& Y_{3}^{*}\left(A^{*}, A_{1}\right)=0.92+0.05 i ; Y_{3}^{*}\left(A^{*}, A_{2}\right)=0.87+0.05 i \\
& Y_{3}^{*}\left(A^{*}, A_{3}\right)=0.71+0.05 i ; Y_{3}^{*}\left(A^{*}, A_{4}\right)=0.94+0.02 i
\end{aligned}
$$

Therefore, the ranking of the four alternatives is $A_{4} \succ A_{1} \succ$ $A_{2} \succ A_{3}$. Obviously, among them $A_{4}$ is the best alternative.

In [12], two methods were utilized the similarity measures based on the relationship with distances, where the similarity measure of Method 1 is on the basis of the Euclidean distance and the similarity measure of Method 2 is in view of the Hamming distance. The comparison results can be found in Table I.

The comparison methods in [12] were conducted using the similarity measures that only considered the relationship between each alternative and the PIS. However, the PIS is closely related to the number of alternatives as well as the evaluation values of alternatives. If only PIS is considered and NIS is ignored, the ranking of alternatives may be incorrectly reversed. Furthermore, compared to the methods in [12], the proposed approach can handle MCDM problems more flexible and reliable, and the decision making process is clear and simple.

TABLE I
Comparison with Different Methods

| method 1 of Ref. [12] | $A_{4} \succ A_{2} \succ A_{3} \succ A_{1}$ |
| :---: | :--- |
| method 2 of Ref. [12] | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ |
| method 1 of proposed method | $A_{4} \succ A_{2} \succ A_{1} \succ A_{3}$ |
| method 2 of proposed method | $A_{4} \succ A_{2} \succ A_{1} \succ A_{3}$ |

## VI. Conclusions

In scientific and engineering situations, there widely exist uncertain, imprecise, incomplete and inconsistent information, which can be flexibly expressed using INSs. Therefore, it is of great important significance to study MCDM methods with INSs. This study develops a multi-criteria decision making method under interval neutrosophic setting. There followed a list of contributions and innovation.

1) We propose a comparative method between two interval numbers. Comparing interval numbers is one of the difficult points in dealing with INSs, a comparative method is given through using another representation of interval number.
2) Three new similarity measures based on the minimum and maximum operators between INSs are presented, and their properties are also proved. We present three similarity measures via taking the weights of three elements in an INS.
3) A multi-criteria decision making method has been established under interval neutrosophic setting by means of the proposal similarity measure, and using the similarity measures, the ranking order of all alternatives can be determined and the best alternative can be easily identified as well.

The techniques proposed in this paper extend existing decision making methods and can provide a useful way for decision makers. It is showed that the decision making method with INSs is more suitable for engineering and scientific practice. In the future work, we shall continue to study in the application of similarity measures between INSs to other domains.
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